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Abstract — Recent changes in ANST N13:11 (1992) will have an impact on the performance of thermoluminescence dosimetry
ajgorithms used to determine dose equivalent measurements. Accredited processors should update their algorithms to account
for these changes. This paper quantifies the performance impact from the addition of beam codes M60 and H150. changes in
Cx. and testing at angles. A predictive model that will determine new correction factors used in the calculation of dose equivalent
is presented. A comparative study between predicted and experimental values is made and the validity of this approach is
demonstrated with a proficiency test using the predicted values on a set of dosemeters irradiated at Pacific Northwest National
Laboratory (PNNL). Extensive angular testing was also done at the National Institute of Standards and Technology (NIST) and
is reported.

INTRODUCTION Northwest National Laboratory (PNNL). (4) Report
angular results for irradiations done at the National
Nuclear Regulatory Commission (NRC) regulations Institute of Standards and Technology (NIST).

require processors of personnel dosemeters to be
accredited by the National Voluntary Accreditation Pro-
gram (NVLAP) annually with proficiency testing every
two vears"’. NVLAP proficiency testing was conducted
against the American National Standard N13.11-
1983®. In November of 1994, a memorandum was sent The dosemeter used in this research was the Harshaw
to all NVLAP lonizing Radiation Dosimetry Program 8802 currently used by many research facilities, hospi-
participants containing an advance copy of the Federal tals, and naval facilities in the United States. As shown
Register Notice (FRN) informing the public of a change in Figure 1, it contains four solid thermoluminescent
in NVLAP proficiency testing™*. Significant changes (TL) chips that are all thin 0.3 cm squares with thick-
include: (1) Changes in the ‘energy averaged air kerma  nesses of 0.015 inches for chips 1, 2, 4 and 0.006 inches
to dose equivalent conversion factors’ (Cy4,) ranging for chip 3. Chips 1, 2, 3 are TLD-700 and chip 4 is
from ~9% to +13% ‘*. (The subscripts used in this paper TLD-600. TLD-700 is composed of 99.993% ’Li and
are defined as: K = air kerma, d = deep dose equivalent. TLD-600 is composed of 95.62% “Li with a high neu-
s = shallow dose equivalent. i field type, and numbers | tron capture cross section (data supplied by the Harshaw
1o 4 describe the chip position on the badge.) (2) Bicron Corporation). All chips are doped with Mg-Ti.
Additional proficiency testing in beam codes M60 and  The four chips are positioned at the four corners of a 3 x
H150. (3) Additional proficiency testing for angular 4 c¢m rectangle between two clear 0.006 cm thick Teflon
irradiations from 0° to +60° for vertical and horizontal sheets. The Teflon/chip composite is mounted between
orientations. two aluminium plates with four circular holes to accom-
The purpose of this paper is to: (1) Quantify the modate the four chips. The aluminium card is placed in
impact of these changes on dosimetry processors. (2) a plastic holder that is worn on a belt or clipped to a
Provide a predictive model that will allow processors to  person’s clothing. The holder is ABS plastic with vari-
use their current correction factors (C(Hy)) to determine  ous filters over each chip. Over the position for chips |
new C(H,) values with a comparative study between and 4 there is a filtration of ABS plastic equal to
predicted and experimental C(H,) values. (3) Demon- 600 mg.cm™. Over the position for chip 2 there is
strate the validity of this approach with dosimetry per- 91 mg.cm™ of copper and 242 mg.cm ™ of ABS plastic
formance testing on irradiations done by the Pacific  for a total of 333 mg.cm °. Over the position for chip 3

MATERIALS, METHODS AND THEORY

Device used
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there is a thin aluminised Mylar film of 17 mg.cm™,
Filters act as attenuating media causing the output of
each chip on a single card to differ for the same irradiat-
ing field. This serves the purpose of differentiating the
type and energy of the irradiating field.

The badges are processed by a Harshaw 8800 reader
that uses hot nitrogen gas to heat the TLD. Each chip
on the badge is treated as a separate independent chan-
nel. Reader measurements of nanocoulombs are con-
verted to an observed Cs equivalent deep dose equival-
ent (ODDE) by a reader calibration factor (RCF). A
RCF is determined for each of the four chip positions
for each batch of TLDs processed from a set of reader
calibration cards. However, it has been historically
shown that the RCF for each chip position varies very
little over time.

Each chip may vary in light sensitivity due to differ-
ences in the size, shape, mass, chemical composition,
and processing. To make each chip equal in sensitivity
a unique ‘element correction coefficient’ (ECC) is
applied to each chip on each badge.

For all irradiations the TLDs were mounted on a 30
X 30 X 15cm slab phantom made of polymethyl
methacrylate (common names Plexiglas, Lucite,
Perspex).

NELSON. G. A. PERTMER und G. K. RIEL

Irradiations performed

For expcrimental determination of C(H,) factors.
irradiations were done on single sources, single sources
mixed with '*’Cs in ratios of 1:3. 1:1. and 3:1, and angu-
lar fields at badge orientations of +40° and +60° in both
the horizontal and vertical positions. The single sources
included betas from *°Sr, photons from '*’Cs. and pho-
tons from beam codes M30, M60, M100, M150, and
H150. Angular fields included photons from '*’Cs and
beam codes M100, M150, and H150. All irradiations
were done at NIST over a 5 month period in accordance
with the Health Physics Society ANSI N13.11 1993
standard®. No less than 15 dosemeters per category
were used for a total of 1255 irradiations.

Angular irradiations were done by rotating the phan-
tom through a vertical axis located on the centre of the
front face of the phantom. Counter clockwise rotation.
as viewed from the top looking down onto the phantom,
is defined as positive. Chip positions for horizontal and
vertical orientations are shown in Figure 2. For positive
angles in the horizontal orientation chips 3 and 4 are
farther away from the source while chips 1 and 2 are
closer. For positive angles in the vertical orientation
chips 2 and 3 are farther away while chips 1 and 4
are closer.

®
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Figure 1. The 8802 four chip TLD card used for this research mounted in the plastic holder. The plastic holder conwins the
filters in front of each chip.
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The TLDs were annealed the morning of the
irradiation and read within hours of completion. No
more than a 12 h period occurred between annealing and
reading. For this reason, pre-irradiation fade and post-
irradiation fade were considered negligible. At least
three control dosemeters were used each day to ensure
that background radiation was negligible.

For dosimetry performance testing, 155 badges were
irradiated at the PNNL. Currently used pre- and post-
fade corrections were applied to those irradiations. Ten
control dosemeters were used to determine the average
background radiation. Five dosemeters were irradiated
in each of the same single and mixed fields described
above. No angular testing was done for the performance
testing at PNNL.

THEORY

Fundamental concepts

The three most important quantities to be defined are
the calculated deep dose equivalent (CDDE), the
observed Cs equivalent deep dose equivalent (ODDE),
and the expected deep dose equivalent (EDDE). Deep
dose implies a tissue depth of 1 cm. Only deep dose
terms and equations are mentioned in this paper to sim-
plify the writing, but the analogous shallow dose terms
and equations do exist. Shallow dose implies a tissue
depth of 0.007 cm. To modify the equations for a shal-
low dose. the subscript ‘d" would be replaced with an
'S’

The current TLD measurement system determines a
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CDDE by multiplying a deep dose equivalent correction
factor (C(H,)) by an ODDE. The ODDE is the result of
multiplying the measured light output (LO) by the ECC
to account for individual chip sensitivity and then calib-
rating this product to 'Y'Cs equivalent dose equivalent
value by dividing by a RCF. Equation 1 shows these
relationships:

LO ECC

RCF M

CDDE = C(H,;) ODDE = C(H,)

The C(H,) accounts for the fact that the TL matenal
responds differently to different energies and types of
radiation than it does to '*’Cs. C(Hy) can be experimen-
tally calculated by dividing the EDDE by the ODDE as
shown by Equation 2.

_ EDDE
" ODDE

Once a C(H,) has been determined for each field. the
algorithm determines the appropriate C(Hy) for each
measurement. The choice of which C(H,) to apply is
typically based on ratios of measurements between the
chips on a single badge. In general, better algorithms
can be written with increasing numbers of chips on a
single badge, provided that each chip has a different
response to the measured field. Differences in response
are obtained by placing filters over each chip or by using
different TL materials in each chip. For the historical
development and thorough understanding of the dose
algorithm used, the reader is referred to References 7-
12.

C(Hy) 2)
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Figure 2. Diagram showing chip positions in the horizontal and vertical orientations for the angular irradiations. The irradiating
beam would be perpendicular 1nto the paper and the phantomn would be behind the badges with the centre tront face of the
phantom on the axis of rotation shown.
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The EDDE is the expected deep dose cquivalent. in
mSv, that a person would receive at a tissue depth of
I em o if the person was standing in the radiation field
being measured. When badges are irradiated in the lab-
oratory, the EDDE is considered the ‘truth® because the
laboratory fields are well characterised, reproducible,
and NIST traceable. For photons the EDDE for a single
photon field ‘i is the product of Cy 4; with the air kerma
(K,.) as shown by Equation 3. The EDDE is not a func-
tion of light output from the TL material and is an inde-
pendent quantity from the TLD measurement.

EDDE, = (_:K.d,iKa.i . (3)

The CDDE from the badge should ideally be equal
in magnitude to the EDDE for a zero error measurement
of dose equivalent. To measure how well a dosimetry
system determines the EDDE the sum of the absolute
bias (/B!) and standard deviation (S) is calculated for a
statistically valid number of badges in each category
tested. The sum of |B| plus S is defined as the perform-
ance coefficient (PC) of the device. NVLAP criteria for
passing each category is a 30% maximum |B| or S and
a 50% maximum PC®

Derived equations

Equations in this section have been derived from first
principles. As a practical matter only the results are pre-
sented here.

The TLD system discussed here uses a '*’Cs dose
equivalent of 1.50 mSv as the calibration point. Chang-
ing the value of Cy 4¢, changes the RCF for each chan-
nel (see Appendix 1). For any channel the new RCF can
be calculated from Equation 4. (All new and old values
of Cy for all categories can be found in Reference 5.)

CK‘dACs.old

RCF,... = RCF,,

old
CK‘d.C\.ncw

(4)

The new C(H,) for any single field 'i" can be found
from Equation 5

CHy) new _ ODDE, 4 _ Ciinew Crucoa
C(Hd)i.old ODDEi,new -

CK.d.i.oId CK.d.Cs.ncw

This equation allows the processor to update their
existing single field correction factors without any
new experimentation.

Photon equations in this paper have also been derived
for beta exposures. For beta exposure Cy . ; is not appli-
cable. Beta equations can be written from the photon
equations by setting the Ci__, term to 1. This is appli-
cable to the shallow dose versions of Equations 5 and 9.

Mixed field irradiations used by NVLAP are ratios of
'37Cs with one of the X ray beams, *'Sr, or moderated
*Cf. Modelling mixed radiation fields is based on
superposition of each field. In the laboratory, a mixed
field is really exposure to one field followed by another.
Simultaneously irradiating a single TLD with two

(5)

“useful

sources is practically never done for logistical reasons
and the effects of doing so are considered negligible.
Usage in the field depends on superposition holding true
since the dose is accumulated over a month or more.

New C(H,) factors for any mixed field can be deter-
mined from single field values using a simple weighted
average as shown by Equation 6:

CHy)mix = (1 +R ) C(Hy)cs + ( 1+ ) C(Hu) (6)

where R is defined as the ratio of EDDE, over EDDE...
An alternative equation to predict mixed field C(H,)
factors from single field factors is shown by Equation 7:
C(Hy)C(Hy)cst ! + R)
R C(Hy)c. + C(Hy),

The last two equations greatly reduce the need for

C(Hd)mix =

)]

‘performing experimental measurements to obtain the

new correction factors, resulting in substantial savings
of time and money to the processor.

As stated previously. algorithms must choose the cor-
rect C(Hy); or C(Hy),,;« based on some measurement or
combination of measurements from the TLD badge.
Traditionally, the ratio of light output from chip pos-
itions | over 2 has been the primary parameter used for
the Harshaw 8802 TLD. Other TLD devices attempt to
improve on this by using more chip position data so that
more fundamental information may be obtained to
make better decisions.

In order for the equations derived in this paper to be
in updating existing algorithms, ratios of
measurements from different chip positions must also
be predicted. Equation 8 can be used for this prediction
and it shows that the ratios between TL chips in a badge
does not change with changes in Cy,,. (Note: Ad-
ditional numerical subscripts on each parameter are now
necessary to distinguish each individual chip position
on the badge.)

ODDE,, k, ksc.
ODDE:_, B kz_.ki.(\

The lower case 'k’ is a response constant that is
experimentally determined with units of nanocoulombs
per mGy. Equation 8 is an extremely important finding
in the updating of existing algorithms. This means that
for single radiation fields the ratio between any two chip
positions will be unaffected by changes in Cy ;. This
is not the case for mixed fields.

For mixed fields the ratio of measurements between
chip positions has been found to be function of Cy,, as
shown by Equation 9:

(kv. R%dc~+ l.)

(8)

ODDEl_mi‘ _ kI .Cs CKdt (9}
ODDE; ;\ ( ki o ODDE;; Cyyc. 1)
kl.C\ ODDEI; CKdl ¥

The lower case 'k’ must be determined through
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experimental measurements for each single radiation
source. However. estimates of chip ratios can be made
by using a weighted average between each single source
in the mixed field. For example, if the ratio of chip 1
over chip 2 for a single field of M60 is 1.661 and for
a single field of '*’Cs is 1.000. then the ratio for a 3 to
1 mixture of M60 with '¥Cs is 0.75 X 1.661 +
0.25 X 1.000=1.496. The actual experimentally
determined ratio of chip 1 over 2 was 1.472 yielding a
per cent difference of 1.6%.

Mixed field equations have been shown to be consist-
ent with the single field equations at the extreme ratio
values of all one source or the other. This is a necessary
condition for a valid mixed field equation.

RESULTS

Tables | and 2 quantify four different courses of
action that a processor can follow. (1) Do nothing and
continue to use existing algorithms without making any
changes (Row 1). (2) Use the equations in this paper
along with existing C(H,) and C(H,) values to update

existing algorithms with no new experimentation neces-
sary (Row 2). (3) Perform single field irradiations and
use the equations in this paper to predict the mixed field
data to update algorithms (Rows 3 and 4). (5) Do both
single and mix field irradiations to experimentally deter-
mine all new correction factors for algorithms (Row 3).

Table 1 directly compares the values of the C(H,) and
C(H,) correction factors from the method indicated with
the experimentally determined values. This is a way of
normalising all the data to those obtained experimen-
tally.

Table 2 compares the results from applying each of
the sets of C(H,) and C(H,) correction factors to a set
of 155 dosemeters irradiated by the PNNL. The four
quantities used for comparison purposes are the average
per cent increase in the PC, the range in the B. the range
in the S, and the range in the PC.

The numbers in Tables 1 and 2 represent average
values from 25 categories comprised of single and
mixed fields of Beams codes M30. M60. M100. M150,
H150, *Sr, and '*’Cs. The mixed fields are mixtures of
1%Cs with the other fields in dose equivalent ratios of
3:1, 1:1, and 1:3.

Table 1. Summary of results comparing: (1) the average absolute per cent difference in C(H,) and C(H,) between the

method listed and those obtained from doing all irradiations, and (2) the range of per cent differences in C(H,) and C(H,)

between the method listed and those obtained from doing all irradiations. (Note: for Tables 1 and 2 the numbers represent

average values from 25 categories comprised of single and mixed fields of Beams codes M30, M60, M100, M150, H150,
Sr. and '¥’Cs).

Col (A) Col (B) Col (C) Col (D)
Method (1) Average absolute per cent (1) Average absolute percent
difference in C(H,). difference in C(H,).
(2) Range of per cent differences  (2) Range of per cent differences in

in C(H)). C(Hy).
(Both per cent differences are (Both per cent differences are
between method indicated and between method indicated and
doing all irradiations.) doing all irradiations.)

Row 1 Using existing correction factors, no (1) 5.1% (1) 6.5%

changes.
(Requires O new irradiations.)

(2) —12.4% to +12.3%

(2) -13.2% to +11.9%

Row 2 Using Equations S, 7, and existing (1) 4.5% (1) 3.6%
correction factors to predict new (2) -11.2% 10 +5.6% (2) —6.8% to +4.3%
correction factors.
(Requires O new irradiations.)

Row 3 Making single field irradiations and (N 2.9% () 1.2%
Equation 6 to predict mixed field (2) -11.7% to +4.9% (2) -0.8% to +7.8%
correction factors.
(Requires 103 single field irradiations.)

Row 4 Making single field irradiations and (1 3.0% (1) 0.9%

Equation 7 to predict mixed field
correction factors.
(Requires 105 single field irradiations.)

Row 5 Muking single field and mixed field
irradiations.

{Requires 375 irradiations with 273
involving mixed ficlds.

(2) -11.8% to +0.7%

(1 0.0%
(2) -0.0% to +0.0%

(2) -3.4% to +0.0%

(1) 0.0%
(2) 0.0% 10 +0.0%
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Tables 2 and 4 show the normatlised results for angu-
lar irradiations of beam code MI00. Beams codes
M150. H150, and '*’Cs were also done. Tables 3 and 4
are essentially two halves of one larger table as indi-
cated by the continuous labeling of the columns A
through M.

Tables S, 6, and 7 are summaries of all beam codes
tested at angles. These tables summarise the important
changes that occur with the angle of irradiation.

CONCLUSIONS

Table 1 shows that using existing C(H,) correction
factors results in the largest per cent differences of all
the methods shown and a processor could expect per
cent errors commensurate with the magnitude changes
that occur in the Cy 4; factors. In the new ANSI stan-
dard Cy 4, changed by an average absolute per cent dif-
ference of 5.5%, with a range in per cent difference of
~9 1o +13%. These numbers are nearly identical in mag-
nitude to the numbers shown in row 1 of Table 1. This
gives the processor an overall perspective on the impact

of the present and future changes in the C, , conversion
factors on existing correction factors.

The values in Table 2 could be considered a better
basis for comparison than Table ! since each processor
is being tested in the B, S. and PC of their systems and
not in the values of C(H,) and C(H)).

Row 1 of Table 2 shows the need to update existing
algorithms because of the increase in PC and B. Appli-
cation of the existing correction coefficients to vali-
dation data from PNNL results in a 3 to 5% increase in
the average PC with a maximum bias of 24.8%, danger-
ously close to the NVLAP accreditation bias limit of
30%.

Row 2 in Tables ! and 2 shows that the resulting
errors from using existing C(H,) values can be signifi-
cantly reduced by using Equations S and 7 to predict
new C(H,) values from the existing ones. Increases in
PC dropped about 30% for shallow and 70% for deep
with about a 50% drop in bias for both shallow and
deep. Since no new experimentation is necessary, this
route requires very little time or cost expenditure and
should be done at a minimum.

Table 2. Summary of results listing: (1) the average per cent increase in the performance coefficient (PC), (2) the range

of bias (B), (3) the range of standard deviation (S),. and (4) the range in PC; for deep and shallow measurements. Note

that the increase in PC is calculated by subtracting PC, from PC, where PC, is the average PC obtained by applying

the C(H,} and C(H,) values from the method indicated to the PNNL data. PC, is the average PC obtained by applving
the experimentally determined C(H,) and C(H,) values to the PNNL data.

Col (A) Col (B)

Col (O) Col (D)

Method

Row | Using existing correction factors. no changes.

(1) Average per cent increase in
the shallow PC by using
method indicated.

(2) Range in B..

(3) Range in S..

(4) Range in the shallow PC.

(1) 3.1%

(1) Average per cent increase in
the deep PC by using method
indicated.

(2) Range in B,.

(3) Range in S,.

(4) Range in the Deep PC.

(1) 5.5%

Row 2

Row 3

Row 4

Row §

(Requires 0 new irradiations.)

Using Equations 5. 7, and existing correction
factors to predict new correction factors.
(Requires 0 new irradiations.)

Making single field irradiations and Equation
6 to predict mixed field correction factors.
(Requires 105 single field irradiations.)

Making single field irradiations and Equation
7 to predict mixed field correction factors.
(Requires 105 single field irradiations.)

Making single field and mixed field
irradiations.

(Requires 375 irradiations with 2/3 involving
mixed fields.)

2y -149% < B = 24 8%
3) 1.1% < S = 6.6%
(H32%<PC=<271%

(1) 2.4%

(2) -126% =< B < 1.9%
3)1.1%<S=<57%
4) 33 =PC=175%

(1) 0.6%

(2) -16.0% < B < 2.9%
3N 11%<S<59%
4) 2.0% =PC = 199%

(1 1.2%
(2)-158%<B=19%
3) 1.1% =S =59%
(4) 2.1% < PC = 19.0%

(1 0.0%

(2) -16.0% =B = 1.9%
) L1 =8S=59%
(4) 2.5% = PC = 19.0%

(D -170%=B=141%
(3)0.7% <S =58%
(4) 3.6% = PC = 20.0%

(1) 1.8%

(2)-12.5% =B = 54%
3)08% =S=52%
4 2.1% =PC =< 16.6%

1 0.2%

2) -16.1% =B = 5.4%
3)08% <S=5.1%
4) 1.7% = PC = 193%

(1 0.2%

(2)-16.1% =B =
3)08% =S =5.
4) 1.7% = PC = 19.3%

(1) 0.0%

(2) -16.1% = B = 6.3%
(3)08% =S =5.1%
(4) 1.3% < PC = 19.3%

2

4

5
1%
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Table 3. Summary of results showing the per cent change in chip response with angle of irradiation for beam code M100.
Values at each angle are normalised to the measurement at 0°. The subscripts on ODDE refer to the chip position on the

badge.
Col (A) Col (B) Col (C) Col (D) Col (E) Col (F)
Beam code M100 % decrease in ODDE, @ decrease in ODDE, % decrease in ODDE: % decrease in ODDE, Value of
H = Horizontal - per mGy of air kerma  per mGy of air kerma  per mGy of air kerma  per mGy of air kerma  C,, g mi00
V = Vertical received as compared  received as compared  received as compared  received as compared (mSv/mGy)
to 0° measurement to 0° measurement to 0° measurement to 0° measurement

Row I -60°H 20.00 27.00 15.00 12.73 1.14
Row 2 —40°H 9.63 9.73 3.96 353 1.39
Row 3 0° 0.00 0.00 0.00 0.00 1.52
Row 4 +40°H 71.79 6.41 4.78 6.20 1.39
Row 5 +60°H 14.12 21.43 19.66 16.66 1.14
Row 6 -60°V 19.49 21.95 15.24 11.23 1.14
Row 7 —-40°V 10.72 8.77 5.61 4.76 1.39
Row 8 0° 0.00 0.00 0.00 0.00 1.52
Row 9 +40°V 8.94 9.99 6.46 4.41 1.39
Row 10 +60°V 14.43 25.66 19.73 10.75 1.14

Table 4. Summary of results showing the variation in C(H,) and ODDE,/ODDE, ratio from irradiating TLDs at various
angles for beam code M100. Values at each angle are normalised to the measurement at 0°. The subscripts on EDDE
and ODDE refer to the chip position on the badge.

Col (G) Col (H) Col (D Col () Col (K) Col (L) Col (M)
Beam code M100 % decrease % increase in % increase in % increase in % increase in Number of
H = Horizontal in Cxynion  €Xposure time exposure time C(Hy) Chip | ODDE,/ODDE, standard deviations
V = Vertical compared to to achieve a to achieve a as compared ratio as that the ODDE,/
0° value constant EDDE, constant ODDE, to 0° value. compared to ODDE.; ratio is
based on the based on the (Negatives 0° vatue. from the mean
decreasing C,  decreasing Chip 1| imply (Negatives ODDE /ODDE,
value in Col (H) value in Col (B) decrease) imply decrease) ratio at 0°
Row I —60°H 25.00 3333 25.00 -6.51 9.58 3.04
Row 2 —40°H 8.55 9.35 10.66 0.99 0.10 0.03
Row 3 0° 0.00 0.00 0.00 0.00 0.00 0.00
Row 4 +40°H 8.55 9.35 8.45 —=1.11 -1.48 047
Row 5 +60°H 25.00 3333 16.44 -12.83 9.31 2.95
Row 6 -60°V 25.00 3333 24.20 -1.07 3.15 1.00
Row 7 —40°V 8.55 935 12.01 2.20 -2.14 0.68
Row 8 0° 0.00 0.00 0.00 0.00 6.00 0.00
Row 9 +40°V 8.58 9.35 9.81 0.17 117 0.37
Row 10 +60°V 25.00 3333 16.86 -12.56 15.10 4.79

Table 5. Summary of ranges in chip response with angle of irradiation for M100, M150, H150 and '*’Cs. Negative values
indicate decreases in response as compared to 0° measurements while positive values indicate increases in response. Values
from all four chip positions are considered in each range.

Angle MI100 (average energy MI150 (average energy H150 (average energy ¥Cs (Average energy
51 keV) Range of 70 keV) Range of 117 keV) Range of 662 keV) Range of
normalised response normalised response normalized response normalised response
+40° —10% to -4% —8% to ~1% -5% o + 3% —4% to + 5%
+60° =27% o0 -15% ~-19% to -10% —12% 10 =2% =5% o + 10%
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In the absence of existing correction coefticients the
predictive model based on single field irradiations must
be used. These results are shown in Rows 3 and 4 in
Tables 1 and 2. The results shown in Rows 3 and 4 rival
the results from doing all the experimental irradiations
under the new C ,; values. This shows that all mixed
field data can accurately be predicted from single field
data in the non-accident dose ranges. This represents an
extremely significant finding reducing by two thirds the
number of experimental irradiations and removing the
need to perform mixed field irradiations. Irradiating a
TLD in a mixed field involves using two consecutive
sources. a procedure both laborious and costly.

Standard deviations for all methods shown in Table 2,
were in the same range of 1 to 6%. This allows a con-
servative estimate to be made on the magnitude of the
standard deviation. This is a valuable piece of infor-
mation when assessing a dosimetry system. For exam-
ple, the minimum PC can be estimated if the bias is
known by other estimates. Table 6 lists the increase in
bias that results from using the C(H,) values at 0° for
other angles of irradiation. An estimation of the PC can
be made by adding a 6% standard deviation to any value
in the table.

Evaluating the changes in chip response that occur
with angle of irradiation is difficult because there are
several phenomena changing simultaneously. Physical
changes that occur from badge rotation include: (1)
shielding effects of the filters over each chip: (2) scat-
tering effects from the TLD case and phantom; and (3)
distances from the source to each chip.

Table 3 shows a measurable variation in response due
to the changes in source to chip distances that occur as
the badge is rotated. As the badge is rotated through

positive angles in the horizonal orientation. chips | and
2 move closer to the source while chips 3 and 4 move
farther away. The opposite is true for rotation through
negative angles (refer to Figure 1). Using the inverse
square law, the response for chips 1 and 2 at +60°
should be about 2% larger than at —60° and 1.5% larger
at +40° than at —40°. The numbers in Table 3 qualitat-
ively show these trends. However, the change in
response between plus and minus 40° or 60° is about
double in magnitude that predicted by the inverse square
law. No explanation is offered for this observation. The
same analysis applies to the vertical orientation yielding
similar results.

Changes in response of the TL material with the angle
of irradiation become more of an issue for lower energy
sources. Table 3 shows that for beam code M100 at
rotations of +40°, the chip response decreases about 4
to 10% and at £60° it decreases about 15 to 27%. The
decrease in chip response with angle lessens in magni-
tude with increasing energy of the beam as shown by
Table 5.

The data show that C(H,) is a function of irradiating
angle but this is only a significant factor at +60°
irradiations. Table 4 shows that the decrease in the dose
equivalent that results with increasing angle occurs at a
different rate than the decrease in chip response. This
means that the EDDE and ODDE change at different
rates, thus causing the C(H,) to be a function of angle
(see Equation 2). Irradiations at +40° can be treated as
if they were at 0° with no significant increase in bias.
However, Table 6 shows that up to a 12.8% increase in
the bias can occur by using the 0° C(H,) factors for
+60° irradiations.

Equally important to the changes in C(H,) that occur

Table 6. Summary of ranges in bias if the 0° C(H,) factor is used for the listed angles.

Angle M100 M130 HI150 Cy
range in bias range in bias range in bias range in bias

+40% =1.1% to +2.2% -3.4% to +0.9% - 3.8% to -0.8% -0.8% w0 +1.4%

+60° -12.8% to -6.5% -10.6% to ~2.9% ~11.6% to =7.2% -5.8% to -1.9%

Table 7. Summary of the range in the number of standard deviations that the ODDE,/ODDE, ratio is from the mean
ODDE,/ODDE, ratio at 0° for beam codes M100, M150, H150, '*Cs.

Angle M100 M150 H150 7Cs
Range in the number of Range in the number of Range in the number of Range in the number of
standard deviations that the  standard deviations that the  standard deviations that the standard deviations that the
ODDE,/ODDE, ratio is from ODDE,/ODDE, ratio is ODDE,/ODDE, ratio is ODDE,/ODDE, ratio is
the mean ODDE,/ODDE, from the mean from the mean from the mean
ratio at 0° ODDE,/ODDE. ratio at 0°° ODDE,/ODDE, ratio at 0° ODDE /ODDE., ratio at 0°
+40° 0t 0.7 0.1 1008 0.4 10 1.1 1410 2.6
+60° lto 48 ltol8 Ot 1.7 231029
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with irradiation angle are the changes in the ratios of
chip responses. Table 7 shows how the ratio of ODDE;
over ODDE, changes with irradiation angle. The ranges
shown are in units of the number of standard deviations
the listed angular ratio is from the mean ratio at 0°.
Algorithms developed by the Naval Dosimetry Center
use the value of one standard deviation from the mean
value as a numerical boundary in their algorithms.

Table 7 shows that ratios at £40° for beam codes
M100, M150, and H150 are within one standard devi-
ation so there is no way to discrimate these irradiations
from irradiations at 0°. In fact, this is good since the
C(H,) corection factors at +40° were essentially the
same as those at 0°. removing the need for discrimi-
nation between irradiations at these angles. Irradiating
with M100, M150. and '*"Cs at £60°, yield ratios with
greater than one standard deviation so that it may be
possible to have an algorithm apply a more exact correc-
tion factor. If the processor decides to treat these angular
irradiations as if they were the same beam codes at 0°,
incorrect values of C(H,) will be applied. resulting in a
range of additional bias of 1.9 to 12.8%.

Three of the four ratios for H150 at £60° are less than
one standard deviation from the mean value at 0°, mak-
ing it impossible for an algorithm to discriminate
between them. This will result in an additional bias of
7.3 to 11.6% using existing algorithm techniques.

The additional bias discussed in the previous two
paragraphs assumes that the algorithm will be able to
determine the correct beam code, a separate concept
from the discussion of determining the correct angle of
irradiation for that beam code. The magnitude of chip
ratios for '*’Cs irradiations at +60° are the same as those
for H150 at 0°. The correction factors differ over 20%
between them, meaning that the processor has the possi-
bility of an additional increase in bias by this amount.
In this case, it is necessary to choose a correction factor
in the middle of the range between these correction fac-
tors. Using a mid-range value results in an additional
bias of 10% all the time. This should not put the pro-
cessor over the 30% limit in the NVLAP proficiency
criteria. However, having an additional 0% half of the
time and 20% the other half of the time. leaves the pro-
cessor more susceptible to exceeding NVLAP limits.

The overall conclusion for angular irradiations is that
significant measurement errors will occur at +60°
irradiations. Processors using existing devices need to
do irradiations at +60° and include these data in the
design of their measurement systems. Over-fitting the
data is worse than using mid-range compromises when
different categories of irradiation cannot be differen-
tiated from each other. New devices need to account for
the effects of rotating dosemeters in low and high
energy fields. Filters may need to be designed so that
their half-value thickness changes with rotation. Aver-
aging redundant chip measurements on a single badge
may become necessary and chip shapes may need to be
more cunved than flat

Current devices are close to their maximum capabili-
ties. As NVLAP proficiency criteria becomes more
restrictive, new materials, better designs, and more
sophisticated algorithm techniques will be needed to
keep pace.
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APPENDIX 1

The purpose of this appendix is to show why a change
in Cgqc results in a change in the RCF for the dose
algorithm used by the United States Navy. This analysis
assumes nothing else changes in the physical devices
used to irradiate and read the TLD cards.

The TLD system discussed here is the one used by
the United States Navy to process their TLDs. It uses a
NIST traceable local '*’Cs source at a dose equivalent
of 1.50 mSv as the calibration point. The value of Cy ¢,
increased from 1.17 to 1.21 in the new NVLAP testing
criteria. For any channel the RCF is calculated by Equ-
ation Al.

RCF =

l‘d
N2

(Light output in nanocoulombs from Cs exposure), (ECC),,

EDDE in mrem from the Cs exposure in 6610
(AD)

Substitution of Equation 3 into Al yields Equation
A2

l N
N > (LO,ECC,)
! w=1

CK.d.C\Ka,Cs

The numerator of Equation 10 is just the average
value of the adjusted light output and can be expressed
in terms of the field causing the response by introducing
a proportionality constant ‘ke,’ as shown in Equation
A3.

LO ECC = kK, .

where K. is the proportionally constant that converts
the total air kerma of the '¥'Cs field 1o nanocoulombs
of light output in the reader. The units on this constant

RCF = (A2)

(A3)
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are nonocoulombs per mGy. This constant assumes the
TLD has a linear response with dose. It is a function of
the type of radiation, the energy of the radiation, and
the half-value thickness of the material in front of the
TL chip.

Substitution of Equation A3 into Equation A2 yields
Equation A4:

ke,

CK.d.(\

RCF = (A4)

Taking a ratio of Equation A4 eliminates the need to
solve for the constant and results in Equation 4 (shown
again for convenience):

RCF.... = RCF, 4

ol CK.d‘Cs.ncw

Equation 4 shows that a linear increase in Cy 4.
results in a hyperbolic decrease in the RCF. Equation 4
can also be expressed in terms of per cent change by
Equation A5. Here the negative sign indicates that the
RCF decreases with an increase in Cy 4 c.:

(- 100) (X% change in Cy 4..)

Y% ch in RCF = -
¢ change in 100 + X% change in Cy 4,

rate. This results in the cards receiving less radiation
and yielding less light output when read. This shows up
as a hyperbolic decrease in the numerator of Equation
Al which results in the decrease in the RCF discussed
above.

The above result remains the same when considering
a NIST traceable local source. To show this, first cen-
sider the steps the Naval Dosimetry Center takes to
make a local '*’Cs source NIST traceable.

(1) Irradiate calibration cards with 1.5 mSv of '*°Cs
at NIST.

(2) Read them in the TLD reader to obtain a value of
nanocoulombs of light output per mSv received.

(3) Expose the same cards with the local '*'Cs source
for 50s.

(4) Read them in the reader to obtain a value of nano-
coulombs of light output per second of exposure.

(5) Divide the results from step 4 by step 2 to obtain a
NIST traceable local source dose equivalent rate in
units of mSv per second.

These steps are summarized by Equation A7:

(Light output from local exposure)

mSv ' 50s
(A5) —— by local source = — -
S (nght output from NIST Exposure)
A comparative analysis between the changes predicted 150 mSv )
by Equation 4 and the experimental data is summarized (A7)

in Table Al.

Physical understanding of the relationship between
Ckacs and the RCF can be explained as follows. (The
explanation will first be built on the assumption that the
calibration TLDs are exposed directly at NIST. Later it
will be shown that using a NIST traceable local source
to irradiate the calibration TLDs does not change the
result of the analysis).

To obtain the denominator of Equation Al the cali-
bration cards are exposed to 1.5 mSv of '*’Cs at NIST.
Equation A6 shows that as C ¢, increases linearly, the
exposure time must decrease hyperbolically to deliver
the same 1.5 mSv of 'Cs (assuming that at any given
time the air kerma rate remains constant):

(Koo =) (1)) (Cxges D)= 1.5 mSv (A6)

As Cy 4, increases the calibration cards would be
irradiated for a shorter time under the same air kerma

The numerator of Equation A7 is not affected by
changes in Cgg4c.. However, the denominator will
decrease with increases in Cg4c, as explained pre-
viously. This has the effect of raising the dose equival-
ent rate of the local source as shown by Equation A8:

mSv
— by local source =
s

{Light output from local exposure) (150 mSv) mSv

(50 s) (Light output from NIST Exposure |) =

(A8)

Each subsequent time the local source is used to
irradiate the calibration cards, for calibration of the
reader. the higher rate will be applied so that the time
to obtain 1.5 mSv is smaller than would have been with
the older lower value of Cg ... This means that the

Table Al. Predicted changes in the RCF with changes in Cy 4c..

Table of results for DT648 RCF RCF RCF RCF
Channel 1 Channel 2 Channel 3 Channel 4
(nC.mSv™%) (nC.mSv™) (nC.mSv™) (nC.mSv™)
Old average from July 1994 0.5779 0.6355 0.1907 0.4870
New predicted from Equation 4 0.5587 0.6145 0.1844 0.4709
New actual from August 1995 0.5613 0.6170 0.1815 04716
% error = (Predicted- Actual /Actual X 100 -0.46% —0.41% 1.6% —0.15%
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calibration cards receive less total exposure due to the Equation Al. This is the same result as previously
increase in Cy 4c.. When the cards are read. less light obtained when the calibration cards were assumed to be
output is given, so that the RCF decreases as shown by irradiated at NIST.
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